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There are many potential error sources in radiation 
therapy treatment that can increase the uncertainty in 
the dose delivered to a patient to an unacceptable level. 
These error sources can be subdivided into four catego-
ries: (1) errors in the data transfer from the treatment-
planning system (TPS) to the treatment equipment, (2) 
errors in the functioning of the treatment equipment, and 
errors that are patient related due to (3) setup errors or 
organ motion or (4) inaccuracies during the treatment-
planning process. 

Various methods may be chosen to detect and correct 
these errors. In vivo dosimetry with external beam radia-
tion therapy in clinical practice can greatly improve tu-
mor control and normal tissue sparing. On the other hand, 

this option makes the process of radiotherapy treatment 
more complex. There are many potential error sources in 
radiotherapy treatment that can increase the uncertainty 
in the dose delivered to a patient to an unacceptable level. 
Systematic errors in dose delivery for an individual pa-
tient can arise from incorrect linac calibration, machine 
output, radiation field flatness, the use of beam-modifica-
tion devices, incorrect TPS calculations, and/or incorrect 
patient setup and internal organ motion. Therefore, sev-
eral international organizations recommend performing 
in vivo dose measurements. Currently, the in vivo dosim-
etry method utilizes two diodes respectively positioned at 
the entrance and exit points along the central beam axis 
on the patient’s skin surface. Thus, the patient isocenter 
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Objective  This work aims to verify and improve the dose given for cancer patients in radiation therapy by 
using diodes to enhance patient in vivo dosimetry on a routine basis. Some characteristics of two available 
semi-conductor diode dosimetry systems were evaluated. 
Methods  The diodes had been calibrated to read the dose at Dmax below the surface. Correction factors of 
clinical relevance were quantified to convert the diode readings into patient dose. The diode was irradiated 
at various gantry angles (increments of 45°), various Field Sizes and various Source to Surface Distances 
(SSDs). 
Results  The maximal response variation in the angular response with respect to an arbitrary angle of 0° 
was 1.9%, and the minimum variation was 0.5%. The response of the diode with respect to various field siz-
es showed the minimum and the maximum variations in the measured dose from the diode; the calculated 
doses were –1.6% (for 5 cm × 5 cm field size) and 6.6% (for 40 cm × 40 cm field size). The diode exhibited 
a significant perturbation in the response, which decreased with increasing SSD. No discrepancies larger 
than 5% were detected between the expected dose and the measured dose. 
Conclusion  The results indicate that the diodes exhibit excellent linearity, dose reproducibility and minimal 
anisotropy; that they can be used with confidence for patient dose verification. Furthermore, diodes render 
real time verification of the dose delivered to patients.
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dose (Dmax) along the beam axis can be determined by a 
simple relationship and by reading the calibrated diodes. 

However, this method requires periodic diode cali-
brations and accurate positioning of the detectors on the 
patient for every gantry angle, beam incidence angle, 
and beam energy. Moreover, this method has limitations 
when a patient presents asymmetric inhomogeneties 
along the beam central axis. 

Clinical and experimental evidence has shown that 
even small dose changes can significantly reduce local tu-
mor control. Furthermore, the International Commission 
on Radiological Units and Measurements (ICRU) recom-
mends that the dose delivered to a tumor be within 5.0% 
of the prescribed dose [1]. Each of the many steps in treat-
ment planning and execution contributes to the overall 
uncertainty in the dose delivered. Therefore, some orga-
nizations (ICRU [1–2], AAPM [3–4]) recommend that in vivo 
dosimetry (i.e., assessment of the dose directly in the pa-
tient) should be conducted. In vivo dosimetry treatment 
verification is very important; due to the presence of setup 
errors and internal organ motion, the planned dose may 
not be equal to the target dose. Each step can introduce 
errors that contribute to the final dose uncertainty, for 
example, geometry errors, errors introduced by transfer 
of treatment data from the treatment-planning system or 
simulator to the accelerator, errors in the beam setting, 
and so on [5]. 

Diodes are the most commonly used detector type for 
in vivo dosimetry. In vivo dosimetry is applied to assess 
the doses delivered to critical organs or to complex geom-
etries in which dose prediction during treatment is dif-
ficult. In vivo dosimetry can also be used to monitor the 
doses delivered in special treatment techniques, and it is 
strongly recommended by numerous organizations such 
as ICRU and AAPM. Finally, the accuracy of the dose de-
livered can be checked directly only by means of in vivo 
dosimetry.

Materials and methods

Two linear accelerators and a Co60 unit were used with 
our in vivo dosimetry system. A Varian (Clinac 2300C/D) 
linac [6] was operated at photon energies of 6 and 15 MV 
and electron energies of 4, 6, 9, 12, 15, and 18 MeV. A 
Varian (Clinac 1800) linac [7] was operated at photon en-
ergies of 6 MV and 18 MV and electron energies of 6 Mev, 
9 Mev, 12 Mev, 16 Mev, and 20 Mev. A cobalt-60 unit [8] 
is used with energy of 1.25 MV. The in vivo dosimetry 
system used with the diodes was IVD2 Model 1136 (Sun 
Nuclear Corporation, Model N-type, USA). The linacs 
were equipped for photons with two n-type Isorad pho-
todiodes [Isorad (blue) 1–4 MV and Isorad (yellow) 6–12 
MV] from Sun Nuclear Corporation (USA). Each photo-
diode was used for a single photon energy. 

Bolus materials and a PTW plastic (solid water) phan-
tom with a sided window of 30 cm × 30 cm × 30 cm size 
were used for this work. The dose at Dmax on the central 
axis was determined by the use of a calibrated ion cham-
ber. For convenience, the phantom was generally plastic. 
Usually the reference setup consisted of a gantry of 270°, 
source-to-surface distance (SSD) of 100 cm, field size of 
10 cm × 10 cm, and dose of 1.00 cGy/MU at Dmax. The 
linacs and Co60 unit were calibrated and checked daily for 
consistency by using a calibrated chamber to determine 
the actual dose at Dmax that would yield a measurement of 
1.00 cGy/MU. The diode was taped on the top of the phan-
tom along the central beam axis. The internal buildup in 
the diode was expected to be sufficient to absorb electron 
contamination and to ensure electron equilibrium. 

The treatment unit used for n-type Isorad (blue) semi-
conductor diode measurements was the Co60 unit (MSD 
Model Theratronics T780E) with 5-mm-thick polymeth-
yl methacrylate serving as the buildup material. The X-
ray beam from the Co60 unit had a nominal energy of 1.25 
MV. Cobalt radiation reaches its maximum dose at 0.5 cm 
below the skin surface; therefore, it was especially well-
suited for radiotherapy of the head, neck, and breast, and 
for tumors within 5 cm of the skin surface in other parts 
of the body. 

The n-type Isorad (blue) semiconductor diode was 
used for all measurements in the range of 1–4 MV. This 
diode has a cylindrical geometry and a brass buildup cap 
with 1.4 g/cm2 equivalent thickness. The detector and 
active diameters were 9.7 mm and 1.4 mm, respectively. 
The active detection area of this diode was 1.5 mm, with 
an active volume of 0.02 mm3. 

The treatment machines used for n-type Isorad (yel-
low) semiconductor diode measurements were dual-en-
ergy linear accelerators (Varian Clinac 2300 C/D, Var-
ian Clinac 1800). The X-ray beams from these machines 
have nominal energies of 6 and 15 MV, respectively. All 
of the 3D conformal radiation therapy (3D-CRT) plans 
and measurements were conducted at 6 and 15 MV. The 
tissue phantom ratio at 20–10 cm depths in the linac was 
0.67 for 6 MV and 0.74 for 15 MV, at a target-to-axis dis-
tance (TAD) of 100 cm. The n-type isorad (yellow) semi-
conductor diode was used for all measurements in the 
range of 6–12 MV. This diode has a cylindrical geometry 
and molybdenum buildup cap with 1.6 g/cm2 equivalent 
thickness. The detector and active diameters were 9.7 mm 
and 1.4 mm, respectively. Its active detection area was 
1.5 mm, with an active volume of 0.02 mm3. All diode 
outputs were measured by an IVD2 Model 1136 system 
(Sun Nuclear Corporation, USA) consisting of two small 
electrometers interfaced with a PC. 

A plastic phantom (water equivalent) was used for 
most diode tests and calibrations, with a 100 cm TAD at 
the center of the diode, a field size of 10 cm × 10 cm, 
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and 50 monitor units (MUs) of radiation delivered at the 
isocenter. The diode was used with 3D-CRT quality as-
surance for two patients on the Varian linear accelerator 
with 6 and 15 MV X-rays. The diode was placed in a plas-
tic phantom at a 5 cm depth and with a TAD of 100 cm. 

The diode was irradiated by the dose from the patient 
treatment plan, with the gantry and couch fixed at 0°. 
The reading obtained from the diode was compared with 
the doses planned by the Eclipse TPS and measured by an 
ionization chamber. 

Calibration of the diode detectors was investigated by 
the diode correction factor (DCF) used in this paper for 
photons, which is the ratio of the dose at the diode to the 
diode reading. Using this ratio, the diode was calibrated 
to read the dose at Dmax below the surface. SunPoint Di-
ode-based instruments do not require warm-up or the ap-
plication of a bias voltage prior to use, but ion chamber 
arrays can require up to 60 min and 10 Gy prior to use.

The diode response with respect to gantry angle was 
investigated by measuring the response to irradiation at 
various gantry angles, in increments of 45°. For all the 
irradiations, the diode was placed on the top edge of the 
treatment couch, with a field size of 10 cm × 10 cm, TAD 
of 100 cm, depth of 5 cm in the solid-water-slab phantom, 
and dose of 100 MUs. The angular response was recorded 
for nine angles around the diode and normalized to the 
response obtained for a gantry angle of 0°.

The diode response with respect to field size was in-
vestigated by measuring the response to irradiation with 
field sizes of 5 cm × 5 cm, 10 cm × 10 cm, 15 cm × 15 cm, 
20 cm × 20 cm, 25 cm × 25 cm, 30 cm × 30 cm, 35 cm × 35 
cm, and 40 cm × 40 cm, with a dose of 100 MUs and TAD 
of 100 cm. The diode calibration was conducted for a 10 
× 10 cm2 field size and TAD of 100 cm. The diode was ir-
radiated at a dose rate of 300 MU/min. The dose measured 
by the diode was compared with the calculated dose. All 
doses were normalized to the dose measured with a field 
size of 10 cm × 10 cm. Correction-factor data were re-
corded for open, 15° wedged, 30° wedged, 45° wedged, 
and 60° wedged fields on the same day and under the 
same setup, but with an SSD of 100 cm.

The diode response with respect to SSD was investigat-
ed by measuring the response when the diode was placed 
at the surface of a 30 cm × 30 cm × 30 cm solid water slab 
phantom (at a depth of 1.5 cm) and was irradiated at SSDs 
of 70, 80, 90, 100, 110, 120, 130, 140, and 150 cm. The 
measurements were carried out for a 6 MV photon beam, 
field size of 10 cm × 10 cm, and dose rate of 100 MU/
min. Correction-factor data were recorded for open, 15° 
wedged, 30° wedged, 45° wedged, and 60° wedged fields 
on the same day. Usually these measurements could be 
completed in less than 10 min, and thus the drift of the 
diode system could be neglected. From the five readings 
obtained above, we could obtain the relationship between 

the readings for the wedged fields and those for an open 
field.

Results 

The calibration for SunPoint Diode detector products 
is very stable. The calibration factor can be obtained by 
finding the ratio of the readings from the ion chamber and 
diode; this calculation is done automatically by the IVD2 
Model 1136 system (Sun Nuclear Corporation, USA) soft-
ware [9]. The calibration factor was verified on a regular 
basis, because radiation damage affects the diode sensitiv-
ity. For p-type diodes, re-calibration was necessary after 
about 1 cGy. Re-calibration must be performed much 
more frequently for n-type diodes than for p-type diodes 
due to their faster decrease in sensitivity. Besides the cali-
bration factor, which was determined under reference 
conditions (an SSD of 100 cm, a field size of 10 cm × 10 
cm, and a dose of 1.00 cGy/MU at Dmax), correction factors 
must be applied for accurate dosimetry. They originate 
from the variations in diode sensitivity with the dose per 
pulse, photon energy spectrum, temperature, and direc-
tion. The responses for gantry angles of 0° and 360° were 
equal, as in both cases the diode was in the same position 
facing the incident beam. Fig. 1 showed the normalized 
diode response with respect to gantry angle; the response 
was normalized with respect to that obtained at a gantry 
angle of 0°. 

The maximum and minimum variations found in the 
angular response with respect to an arbitrary angle of 0° 
were 1.9% and 0.5%, respectively. The dose measured by 
the diode was compared with the calculated dose, and all 
doses were normalized to the dose at a measured field size 
of 10 cm × 10 cm. The normalized diode response with re-
spect to field size was shown in Fig. 2. For entrance-field 
in vivo dosimetry, the diode reading increased almost lin-
early with increasing field size, with no significant varia-
tion in response, but beyond a field size of 10 cm × 10 cm, 
the diode reading increased to its maximum variation for 
a 40 cm × 40 cm field size. The minimum and maximum 
variations between the measured dose from the diode and 
the calculated dose were –1.6% (for a 5 cm × 5 cm field 
size) and 6.6% (for a 40 cm × 40 cm field size), respective-
ly. Before a diode may be used in clinical applications, it 
was necessary to compare its response with that of a refer-
ence detector. The DCF of the 6 MV IsoRad photo-diode 
as a function of field size for open and different standard 
wedged fields was shown in Fig. 3. The correction factor 
(CF) did not change much when the field size changed. 
For open fields with an SSD of 100 cm, the range for CFs 
was generally within 1%, specifically, from 0.994 to 1.04. 
The change was up to 8% when the field size changed 
from 5 cm × 5 cm to 30 cm × 30 cm for open fields.

It was found that the DCF did not always increase with 
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increasing wedge angle. The field size dependences for 
open and 15˚ and 30˚ wedged fields were almost the same, 
but those for 45˚ and 60˚ wedged fields were larger, up to 
6%. The diode response was recorded and compared with 
the calculated dose. Fig. 4 showed the response of the di-
ode with respect to the SSD. The diode over-responded at 
SSDs of 70, 80, and 90 cm and exhibited significant per-
turbations in the response at these SSDs, which decreased 
with increasing SSD. For the SSD dependence of open 10 
×10 cm2 fields, the range for CFs was from 0.97 to 1.018, 
in other words, within 4.8%, as shown in Fig. 5.

Discussion

It is well-known that angular dependence is theoreti-
cally not a factor in measurements carried out with this 
type of diode because of its cylindrical symmetry; how-
ever, to verify this assumption, the diode was irradiated 
at various gantry angles, in increments of 45°. Cylindrical 
detectors have a relatively small directional dependence 
when the incident beam rotates around the diode, with 
an effective sensitivity change of less than 2% for all an-
gles. For isorad photodiodes, it is generally not necessary 
to consider the incident beam angle correction up to 60° 
because they are designed to have cylindrical symmetry 
[9]. The directional response is caused partly by the detec-
tor construction (including transmission through varying 
thicknesses of the buildup or cable at large angles) and 
partly by backscattering from the patient or phantom. 
The major directional dependence is determined by the 
angle between the beam axis and the axis of the cylin-
drical detector. Therefore, use of cylindrical diodes is re-
quired for oblique photon beams, such as breast tangents. 
In this study, the diode showed an almost isotropic re-
sponse for various gantry angles. This characteristic has 
an advantage similar to that of using an ion chamber be-
cause the diode shape is cylindrical. The diode field size 
dependence indicates that the detector response increases 
with field size until it reaches a saturation behavior. 

This behavior might be due to the presence of contami-
nating electrons and head-scattered low-energy photons. 
Because the variation was within 1%, it can be concluded 
that the DCF generally increases as the wedge angle in-
creases. In other words, diodes under-respond when the 
wedge angle increases. The use of wedges causes a de-
crease in the intensity across the beam, changing the dose 
distribution from one point to another within the same 
field. 

The necessary reading correction increases as the SSD 
increases, because diodes tend to underestimate the dose 
when the SSD increases beyond 100 cm. Scattered radia-
tion from both overlying and underlying material might 
reach the sensitive part of the diode, contributing to the 
diode and ion chamber readings and potentially causing 

Fig. 1 Normalized response of diode with respect to gantry angle

Fig. 2  Normalized response of diode with respect to field size

Fig. 3  Correction factor of 6 MV diode as a function of the field size for 
open field and different wedge angles,  for entrance measurements with 
SSD 100 cm (max. field size for wedge 60˚ was 15 cm × 15 cm)

Fig. 4  Diode reading and the SSD dependence.

Fig. 5  DCFs as a function of the SSD for entrance measurements (6 
MV photodiode with a field size of 10 cm x 10 cm)
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overestimation or underestimation of the dose. Because 
the diode is placed at the surface and lacks an overlying 
layer, its reading is not very dependent on the phantom 
scatter but depends strongly on the head scatter. There-
fore, the CF increases since the diode under-responds 
more with increasing in field size. The dependence of 
the CF on the SSD, for the same type of photodiode and 
with a 6 MV photon beam, was shown in Fig. 5. The CF 
for a wedged field is generally larger than that for the 
corresponding open field, because the dose per pulse be-
comes lower for a wedged field. When the SSD decreases, 
a number of contaminating electrons and scattered low-
energy photons from the head are able to reach the sen-
sitive part of the diode detector, so that the CFs of the 
ion chamber and of the diode reading decrease. As can be 
seen in Fig. 5, diodes still under-respond with increasing 
SSD for wedged fields. This behavior is primarily due to 
the change in dose per pulse caused by the SSD change. 
The diode reading is dependent on the phantom scatter 
factor and increases when the field size increases. We also 
expected that the field size correction factor for the diode 
would increase when the field size increased.

In vivo dosimetry tools can be used for verifying and 
improving the doses given to cancer patients in radiation 
therapy, and diodes can enhance patient in vivo dosime-
try because they are suited for dosimetry both before and 
during treatment. Diodes are used for entrance or exit 
dose measurements to verify the entire planning process 
up to the delivery of treatment [10]. There were obvious er-
rors associated with exit dose measurements, such as de-
tector placement on the exit surface. The sources of mea-
surement errors are also more difficult to identify when 
exit dose measurements are made. The entrance dose is 
far easier to predict. For these reasons, the entrance dose 
has been the favorite choice for institutions utilizing the 
IVD system [11]. 

In dosimetry using diodes, many factors can affect the 
response to radiation. For any diode detector, the sensi-
tivity, reproducibility, correction factors due to the SSD, 
field size, wedge, radiation damage, and incident beam 
direction need to be considered. Additionally, diodes used 

with different linacs need to be characterized individu-
ally, because the spectra from different linacs may dif-
fer even at the same nominal energy. The diode sensitiv-
ity decreases with increasing cumulative dose. Scattered 
radiation from both overlying and underlying material 
might reach the sensitive part of the diode, contributing 
to the diode readings; the dose could be overestimated or 
underestimated as these complicating factors are depen-
dent on the field size and/or SSD. Therefore, the commis-
sioning or characterization of every diode individually is 
necessary for accurate dosimetry. 

The results of in vivo entrance dose measurements 
were presented in Table 1. They show the mean percent-
age difference between the measured and expected doses, 
with a standard deviation of 2.6%. Comparison between 
this standard deviation and the estimated overall uncer-
tainty of individual dose measurements (3%) indicates 
that the small discrepancies between the measured and 
mean values were due to limitations of the dosimetric 
system.

In this pilot study, no discrepancies larger than 5% 
between the expected dose and the measured dose were 
detected. Semiconductor detectors, that is to say, diodes, 
are the choice for treatment verification due to their 
high sensitivity, good spatial resolution, small size, rug-
gedness, absence of bias voltage, and independence from 
changes in air pressure. According to the diode response, 
the treatment plan or the setup of the entrance fields can 
be modified. This dosimetry method seems to be a use-
ful tool for checking both the treatment plan and the ap-
propriate setup of the patient in the treatment position. 
Diodes have a proven track record for providing in vivo 
doses with low intrinsic error. 
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Table 1  Comparison between in vivo dosimetry doses for head phantom for different detectors including thermoluminescence dosimeter, ionization 
chamber (IC), and diode system 
Location IC (cGy) Detector 1 (cGy) Detector 2 (cGy) Mean (cGy) % of Dose TLD For 0.4Gy Diode (cGy) TPS (cGy)
Left lateral Field* 45.4 1505.965 1562.368 1534.167 85.23 42.96 45.20 46.0
Right lateral Field* 47.1 1524.651 1563.146 1543.899 85.77 43.23 43.31 47.0
Left Eye Lens  1.3 21.687 22.331 22.009 1.22 0.62 0.634 1.1
Right Eye Lens  1.3 23.884 24.409 24.1465 1.34 0.68 0.691 1.1
* TPS-based plan: planned for 6 MV beam: standard head phantom, parallel opposed lateral skull fields; open and 15 wedge beams for both right and 
left lateral fields. Dose of 180 cGy per fraction was delivered to normalization point in 28 fractions. All data were compared with data obtained from the 
treatment planning system (TPS)
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